Chapter 4 Expected Values

4.3 Covariance and Correlation

Definition Let X and Y be two random variables with means px and py and
variances o3 and o, repectively.

Consider the mathematical expectation
El(X = px)(Y — py)] = EXY — uy X — puxV + pxpiy]
= E[XY] — pxpy

This expectation is called the covariance of X and Y.



If ox and oy are positive,

E(X — px)Y —py)] _ Cov(X,Y)

OX0y 0x0y

p:

is called the correlation coefficient of X and Y.

p measures the linear association of X and Y and has the following properties.

o -1 <p< L

e p=11if and only if Y = a + bX with probability equal to 1 for some b > 0

e p=—1lifand only if Y = a + bX with probability equal to 1, for some b < 0
e p remains the same under location-scale transforms of X and Y.

e p measures the extent of linear association.

e pis 0if X and Y are independent.



Let f(x,y) denote the joint pdf of X and Y. If E[e!t*T2¥] exists in a neighborhood
of (0,0), it is denoted by M (t1,t5) and is called the moment generating function of
X and Y.

In the case of continuous random variables

OF+mM M (1, t5) / /

atk‘atm m€t1I+t2yf(x7 y)d.iﬁdy

so that we can compute various moments by evaluating these partial derivatives at
(t1,t2) = (0,0).
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4.4 Condtional Expectation

Recall the example:
Let X7 and X5 have joint pdf f(x1,x2) = 6xy for 0 < o < 21 < 1.
The marginal pdf of X is

fi(zy) = /Oxl 6xodry = Sx%

for 0 < x1 < 1. The conditional pdf of Xy given x; is

2562
f2|1($2!$1) = 5
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The conditional mean or conditional expectation of Xy given X7 = 2 is

E[Xg‘xl] = /x

A Y20 (220 /2% )day = 211 /3

We can view Y = 2X7/3 as a random variable and find its distribution function

Fly)= P(Y <y) = P(X, < )

271
= /03y/2 Sx%dxl _ Y

for 0 <y < 2/3.

By taking its derivative we can find the pdf of Y.

Fly) = Fily) = S



Thus,

2/3

ElY] = [7" y(81y*/8)dy

and

Var(Y) = /02/3 2 (812 /8)dy — o1

The marginal pdf of X is

fz(CUQ) = /;2 65626[561 = 6332(1 — 562)

Knowing this, we can easily find that E[X5] = 1/2 and Var(X,) = 1/20.



In general, if Y = E[X,|X;] then
EY] = E[E[X5|X1]] = E[X)]
and
Var(Y)=Var(E[X5|X1]) < Var(Xsy)
To be specific

Var(Xs) = E[(Xs — E[Xy| X1])?] + B[(E[Xs|X1] — p2)?]



